TechnischeHochschule
Ingolstadt

Institut fur
neue Energie-Systeme

- Using the MATLAB Reinforcement
o5 - Learning Toolbox for energy system

SaI B control of a multi-family building
modelled in MATLAB CARNOT

\:v [ _.'_..,

I -'P",

8
-
z
-

e

= =k:g
\gn "

CARNOT user meeting 2023

Michael Bachseitz 23.06.2023




Agenda +,.
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® Project introduction

® Building energy system model

® [ntroduction on Reinforcement Learning
® First test of MATLAB RL toolbox

@ OQOutlook
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Project introduction +,.
STROM — SecToR cOupling und Micro-grids

Work package 7: Decentralised energy management

Institute of
new Energy Systems

Work package 7: Decentralised energy management

@ Project objective:
Development of “intelligent” control strategies @
for energy systems in multi family buildings

® Challenges:
® [ntegration of renewable energy systems

® Coupling the sectors heat, electricity & e-mobility
® Consideration of signals from the electricity grid

® Using of artificial intelligence and/or forecasts

® Opportunities and potentials:
® |[ncreasing self-sufficiency and self-consumption

® Demand driven energy supply
® Grid supportive behaviour of the building (energy system)
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Building energy system model
Multi-family building in MATLAB CARNOT

’ @
Institute of
new Energy Systems

® |WU building typology class E (covering ca. 19 % of MFB in Germany)
conventional refurbishment, radiators as heat transfer system

® PV system 65 kW, south oriented, slope 30°

@ Optional battery storage 65 kWh
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Building energy system model +'-
Muiti-family building in MATLAB CARNOT

Simulation results: Conventional heat pump control strategy

without with

battery storage
Self-consumption rate in % 48,1 72,2
Self-sufficiency in % 16,7 25,1
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Introduction on Reinforcement Learning +,.

(Deep) Reinforcement Learning
Artificial Intelligence method used for system control.

time step t+1 Environment: time step t
Building Energy System
Action: Observation
Control Signal(s) Reward
RL-Agent:

MATLAB RL Toolbox

Advantages:
@ High adaptability e.g., to user behaviour

@ RL learns optimal policy/control strategy by interaction with
environment

® No model of environment (building energy system) necessary
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First test of MATLAB RL toolbox

Charging a thermal storage

Action:
Charging mass flow

RL-Agent

®

Reward
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+

Environment

Discharging mass flow

TSupply =60 °C
------------- > v
! Treturn = 40 OC
Observation it
h
A4 4
Reward Function:
If Ttop <59°C =1
If Toottom <42°C >-1 >
If TbOttOm > 55 OC 9 '1
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First test of MATLAB RL toolbox +).

Episode reward for RL_Thermal_Storage_v8 with rISACAgent
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First test of MATLAB RL toolbox o

Institute of
new Energy Systems

Simulating RL-Agent
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Outlook +,.
Institute of
new Energy Systems

Using RL toolbox for heat pump control:
® Maximization of self-consumption and self-sufficiency

® Consideration of signals from the electricity grid e.g., electricity prices
—> grid supportive operation

Highly interested in knowledge exchange!
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Thank you very much for your attention! _’_).

Dipl.-Ing. (FH) Michael Bachseitz, M.Sc.

Research Associate

Phone  +49 841 - 9348 6846
Email michael.bachseitz@thi.de

Michael Bachseitz | 23 June 2023 | p. 11 MATLAB Reinforcement Learning Toolbox for Building Energy System Control



Institute of
new Energy Systems

Acknowledgement +).

The project STROM — SecToR cOupling und Micro-grids was funded by

<>

Bayerische
Forschungsstittung

Michael Bachseitz | 23 June 2023 | p. 12 MATLAB Reinforcement Learning Toolbox for Building Energy System Control



	Using the MATLAB Reinforcement Learning Toolbox for energy system control of a multi-family building modelled in MATLAB CARNOT
	Agenda
	Project introduction
	Building energy system model
	Building energy system model
	Introduction on Reinforcement Learning
	First test of MATLAB RL toolbox
	First test of MATLAB RL toolbox
	First test of MATLAB RL toolbox
	Outlook
	Thank you very much for your attention!
	Acknowledgement

