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Fast spectral decay of Cyx and Cy confirms the low-rank informative structure.
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The solution u; of the elliptic PDE (2) is a non-local function of ;.
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Regularization of the EnKF

Estimated gain K, suffers from « rank-deficiency, sampling errors,
* spurious long-range state correlations.
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